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Abstract

Face hallucination method is proposed to generate high-
resolution images from low-resolution ones for bet-
ter visualization. However, conventional hallucination
methods are often designed for controlled settings and
cannot handle varying conditions of pose, resolution de-
gree, and blur. In this paper, we present a new method
of face hallucination, which can consistently improve
the resolution of face images even with large appear-
ance variations. Our method is based on a novel net-
work architecture called Bi-channel Convolutional Neu-
ral Network (Bi-channel CNN). It extracts robust face
representations from raw input by using deep convolu-
tional network, then adaptively integrates two channels
of information (the raw input image and face representa-
tions) to predict the high-resolution image. Experimen-
tal results show our system outperforms the prior state-
of-the-art methods.

1 Introduction
One of the most common challenges to practical face recog-
nition systems is that most face images captured in the wild
are of low resolutions. Especially in the standard-definition
surveillance videos, a detectable face may be of 20 × 20
pixels or even smaller. Such low-resolution (LR for short)
face images not only bring down the human visual experi-
ence but also adversely affect the performance of the fol-
lowed face recognition and analysis. For this reason, how
to infer high-resolution (HR for short) face images from
LR ones, namely face hallucination, has attracted great re-
search interests in the past years (Baker and Kanade 2000;
Liu, Shum, and Zhang 2001; Li and Lin 2004; Wang and
Tang 2005; Liu, Shum, and Freeman 2007; Tappen and
Liu 2012; Yang, Liu, and Yang 2013; Dong et al. 2014;
Cui et al. 2014).

Face hallucination remains an unsolved problem due to
the following characteristics of face images in the wild:
1. Large variations. Realistic face images are often with

large appearance variations, e.g., the changes in poses, ex-
pression and illumination;
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2. Uncontrolled blur. Due to the motion or unfocused prob-
lem, the face images captured in the wild are often blurred
with uncertain kernels.

Conventional face hallucination methods conduct exten-
sive studies on the choice of low-level features, such as
global eigen-faces (Wang and Tang 2005), or local tex-
ture patches (Baker and Kanade 2000; Liu, Shum, and
Zhang 2001; Li and Lin 2004). Unfortunately, since the
low-level features are not robust to the appearance varia-
tions (e.g., pose and expression), these methods are strictly
limited to the frontal face images of constrained condi-
tions. Recently, some algorithms are proposed to handle the
variations in poses and expression (Tappen and Liu 2012;
Yang, Liu, and Yang 2013). These methods rely on highly
similar faces matched in training set (Tappen and Liu 2012)
or face structural features extracted by an accurate facial
landmark detector (Yang, Liu, and Yang 2013), as shown
in Fig. 1. Moreover, these algorithms are unable to well han-
dle variances of blur effects, since either low-level feature
or structural feature is not descriptive enough for the blurred
patches.

Therefore, it can be summarized that an ideal face halluci-
nation algorithm should satisfy the following requirements:
(1) it should take advantages of highly descriptive features,
which is able to handle the large appearance variations and
provide blur-robust face representations for face images; (2)
it should not rely on other prior knowledge such as the lo-
cation of facial landmarks, which may be unavailable in LR
situation.

In this paper, we propose a novel Bi-channel Convolu-
tional Neural Network (Bi-channel CNN). Convolutional
neural network is proved to be successful in computer vision
areas, such as image classification, facial landmark detec-
tion, and face recognition (Krizhevsky, Sutskever, and Hin-
ton 2012; Sun, Wang, and Tang 2013; Yaniv et al. 2014;
Sun, Wang, and Tang 2014). Benefitting from the multi-
layer model, the convolutional architecture can well handle
large appearance variations and provide robust representa-
tions for the following module. Our model consists of two
modules: a feature extractor, and an image generator. The
deep convolutional extractor learns from raw LR images and
extracts descriptive face representations. The image genera-
tor takes two channels of information as inputs: the repre-
sentations extracted by feature extractor and raw LR image
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Figure 1: A failed case of structured face hallucination
method (Yang, Liu, and Yang 2013). (i) is the low-resolution
images with motion blur. It is presented with detected land-
marks (denoted in red points); the second (ii) is the recon-
structed image; the third (iii) is the close-up looking of the
region in the bounding box. The method does try to add high
frequency information to the image, but it generates visu-
ally implausible artefacts. The last two show our result and
ground truth. From the case we can see that our method is
more robust. Best viewed on a high-resolution display.

(see Fig. 2). In this paper, we exploit a simple strategy to
combine two channels of information by linear combination
(see details in Sec. 3). Different from the conventional strict
straightforward layered deep architecture, the motivation of
this two channel design is to reduce the possible informa-
tion loss in the feature extractor. The comparison between
Bi-channel CNN and the strict straightforward network (i.e.,
without the raw LR image linking to image generator di-
rectly) shows that our design improves the result greatly (see
Sec. 4).

Bi-channel CNN has following properties. First, it differs
from recent existing methods, in that our model does not rely
on highly similar faces in database matched test faces (Tap-
pen and Liu 2012) or an accurate facial landmark detec-
tor (Yang, Liu, and Yang 2013). Second, it is an end-to-end
model, which takes the raw LR image as input and gener-
ates HR face image. We learn the feature extractor and im-
age generator holistically. Third, deep convolutional struc-
ture helps learn a robust model to handle images captured
in the wild, which contain appearance variations and uncon-
trolled blur.

The main contribution of this paper is that we introduce a
new approach for face hallucination by deep convolutional
neural network. Compared to the previous works, the pro-
posed approach is able to handle large appearance variations
and blur effects. It is an end-to-end model, which does not
rely on any other prior knowledge. Furthermore, we present
a novel deep architecture, Bi-channel CNN, which can adap-
tively integrate two channels of information (the raw input

Figure 2: An overview of our system, which consists of two
modules: a feature extractor, and an image generator. The
deep convolutional extractor extracts descriptive face repre-
sentations. The image generator takes two channels of infor-
mation as inputs: the face representations and raw LR image
to predict the HR face image. Different from most straight-
forward deep architecture, our design reduces the possible
information loss in the feature extractor, thus improves the
hallucination quality greatly (see Sec. 4).

face and face representations extracted by the network). Em-
pirical results demonstrate that this design helps the network
to deal with images under different qualities, thus outper-
forming the state-of-the-art methods significantly on visual-
ization quality.

2 Related Work
Face Hallucination
Super resolution techniques (Yang et al. 2008; 2010; Kim
and Kwon 2010; Freeman and Liu 2011; Yang et al. 2012)
are most straightforward ways to improve the resolution of
image. However, all these methods are designed for general
images and make weak assumptions on face images.

Baker and Kanade (2000) develop a face hallucination
method using Bayesian formulation. It learns the gradient
prior from a parent image pyramid for the frontal faces
based on training images and incorporates it into the max-
imum a posterior (MAP) model. Liu, Shum, and Zhang
(2001) present a two-step approach to hallucinate faces.
The method integrates a global parametric model and a lo-
cal nonparametric model. Wang and Tang (2005) propose
a face hallucination method by eigen transformation. How-
ever, these methods are limited to the constrained condition
or the explicit resolution-reduction function. Those limita-
tions render previous methods impractical to apply to the
images captured in the wild.

In recent years, some new face hallucination methods
are proposed. Tappen and Liu (2012) introduce a method
based on SIFT flow (Liu et al. 2008) and a MAP estima-
tion framework. Their method can handle faces with widely
various poses and expressions. But the method performs
well only when a highly similar face can be found in train-
ing set, otherwise it will introduce artifacts on the patches
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failed to match. Yang, Liu, and Yang (2013) present the
method which exploits the local structure for face hallucina-
tion. It divides the face image into facial components, con-
tours and smooth regions, and then maintains the structure
by matching gradients in the reconstructed output. However,
this method bases on the accurate facial landmark points
that are not always available in the wild. Recently there
are some deep learning based methods (Dong et al. 2014;
Cui et al. 2014). However, they are patch-based and do not
make full use of the faces’ global features.

Convolutional Neural Networks
Convolutional neural network is proved to be successful
in many computer vision areas (Bengio 2009; Schmidhu-
ber 2014; Krizhevsky, Sutskever, and Hinton 2012; Sun,
Wang, and Tang 2013; Zhou et al. 2013; Fan et al. 2014b;
Szegedy et al. 2014; Ciresan et al. 2010). Benefitting from
the large amount of data and recent high performance train-
ing implementation (Jia et al. 2014), the network learns to
deal with complex vision problems, such as large-scale im-
age classification (Krizhevsky, Sutskever, and Hinton 2012)
and face recognition in the wild (Yaniv et al. 2014; Sun,
Wang, and Tang 2014; Fan et al. 2014a). Our model bene-
fits from the convolutional architecture to extract robust face
representations from image captured in the wild and provide
for face hallucination.

3 Our Approach
Problem Formulation
Let IL and IH denote the LR and HR face image. Following
in Yang, Liu, and Yang (2013), the process of getting the LR
image from HR image can be modeled as

IL =↓ (IH ⊗G). (1)

Here G is the blur kernel, ⊗ denotes the convolution opera-
tion and ↓ means downsampling.

For a given LR image IL, the face hallucination system
f is expected to predict a hallucinated face as similar as the
ground truth IH by minimizing

||f(IL,Φ)− IH ||2, (2)

where Φ means the parameter of the system.
For a given training set composed of LR and HR image

pairs D = {(IL1 , IH1), (IL2 , IH2), . . . , (ILN , IHN )}, the
parameter Φ can be determined by minimizing the objective
function in Eq. 3

arg min
Φ

1

N

N∑
i=1

∣∣∣∣f(ILi ,Φ)− IHi
∣∣∣∣

2
. (3)

Blur Model
Two types of blur are considered. Gaussian blur is usually
caused by out-of-focus. It is defined in Eq. 4

(h⊗ g)(u, v) =
1

Sg

∫∫
e

−x2

2σ2x
+ −y2

2σ2y h(u− x, v − y) dx dy,

(4)

σx, σy are variance parameters on the horizontal and vertical
directions and Sg is a normalization constant.

Motion blur is caused by the relative movement between
the image system and subjects. For simplicity, the blur ker-
nel is modeled by two parameters θ, l, which represent the
blur direction and moving distance, respectively. Sm is a
normalized constant.

(h⊗ g)(u, v) =
1

Sm

∫ l

0

h(u+ t cos θ, v + t sin θ) dt. (5)

Basic Convolutional Neural Network
First, we present the strict straightforward convolutional
model (Basic CNN) for face hallucination. It consists of two
modules: a feature extractor, and an image generator. The
feature extractor extracts the facial features and outputs the
representations of the input image. The image generator re-
covers the HR image based on the representations.

We denote the network’s input as Iin. The system can be
summarized as

f(Iin,Φ) = G(F (Iin,ΦF ),ΦG), (6)

where F,G represent the feature extractor and image gen-
erator and Φ = {ΦF ,Φg} denotes the parameters to be
learned.

The feature extractor contains three convolutional layers
and each convolutional layer i contains ni feature maps de-
noted as Iji , i = 1, 2, 3, j = 1 . . . ni. Each feature map Iji
is obtained by convolving the previous feature maps Iki−1

with linear filters hk,ji , summing the results with the bias
term bji , applying a non-linear function tanh(·), and then
downsampling with a max-pooling layer. The pooling layer
chooses the maximum value on every 2×2 non-overlapping
sub-region. The operations are formulated in Eq. 7, where P
denotes the max-pooling operator.

Iji = P tanh

( ni−1∑
k=1

Iki−1 ⊗ h
k,j
i + bji

)
, j = 1 . . . ni.

(7)

We take feature maps Ij3 , j = 1 . . . n3 as the face represen-
tations of input image Iin and flatten them to a vector for
convenience.

The following image generator contains two fully con-
nected layers. It takes face representations F (Iin,ΦF ) as
input to predict the reconstructed image Irec. Eq. 8 presents
details of the generator, where Wj is the weighted matrix in
layer j and bj is bias term.

Irec = G(F (Iin,ΦF ),ΦG)

= tanh(W2 tanh(W1F (Iin,ΦF ) + b1) + b2)
(8)

Bi-channel Convolutional Neural Network
The feature extractor focuses on the robust global represen-
tations and naturally tends to lose information from raw LR
input. Thus we provide an extra data path for image gen-
erator to obtain the raw LR input directly. Specifically, we
want the image generator uses both the raw LR input image
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Figure 3: The network details of our method. The first three
convolutional layers extract feature from the LR image Iin.
Each layer outputs feature maps by convolving the previous
feature maps with linear filters, applying a non-linear func-
tion tanh(·), and then downsampling by using max-pooling.
The following fully-connected layers are combined into two
groups. One group predicts a reconstructed face image Irec
and another group estimates a fusion coefficient α. The HR
output integrates Irec and Iin linearly with α.

and robust representations extracted by the prior extractor to
hallucinate the HR output.

f(Iin,Φ) = G(F (Iin,ΦF ), Iin,ΦG) (9)

In this paper, we exploit a simple way to integrate both the
raw input image and face representations with linear combi-
nation. It is controlled by one parameter fusion coefficient α
as

G(F (Iin,ΦF ), Iin,ΦG) = α ↑ Iin + (1− α)Irec, (10)

where ↑Iin means upsampled input image by using bicubic
interpolation, and α is the fusion coefficient controlled the
incorporating behavior. Irec is the intermediate image pre-
dicted by a two layers fully-connected network as described
in Basic CNN. The fusion coefficient is predicted in the im-
age generator implicitly based on the face representations
F (Iin,ΦF ).

Fig. 3 shows network details of our approach. Different
from the Basic CNN, the image generator in Bi-channel
CNN contains four fully-connected layers. First two layers
predict the intermediate image Irec as described in Basic
CNN and remains estimate a fusion coefficient α. Eq. 11, 12
present the output of each layer, where W j

i is the weighted
matrix and bji is bias term.

I4 = tanh(W 1
1F (Iin,ΦF ) + b11)

Irec = tanh(W 2
1 I4 + b21)

(11)

I5 = tanh(W 1
2F (Iin,ΦF ) + b12)

α =
1

2
tanh(W 2

2 I5 + b22) +
1

2
1

(12)

The pipeline of Bi-channel CNN can be summarized as:
1. Face representations are obtained from the raw LR in-

put through deep convolutional layers.

1We put 1
2

here to normalize α to [0, 1].

Table 1: The details of the network (see Fig. 3). The number
of feature maps in convolutional layer i is denoted as ni. The
input size of the convolutional layer i is (ni−1, si−1, si−1)
and output size is (ni, si, si). The filter size in layer i is
(ni−1, ni, wi, wi). The size of the fully-connected layer is
denoted as (pji , 1) and the corresponding weighted matrix
size is (pji , p

j−1
i ).

Layer Input Size Output Size Filter Size
conv1 (3, 48, 48) (32, 22, 22) (3, 32, 5, 5)
conv2 (32, 22, 22) (64, 10, 10) (32, 64, 3, 3)
conv3 (64, 10, 10) (128, 4, 4) (64, 128, 3, 3)

Layer Input Size Output Size Matrix Size
full11 (2048, 1) (2000, 1) (2000, 2048)
full21 (2000, 1) (30000, 1) (30000, 2000)
full12 (2048, 1) (100, 1) (100, 2048)
full22 (100, 1) (1, 1) (1, 100)

2. Intermediate image Irec is predicted from the follow-
ing two fully-connected layers by using face representations
as input.

3. Fusion coefficient α is estimated from another two
fully-connected layers by using face representations as in-
put in parallel.

4. High-resolution image integrates the upsampled input
image and intermediate image linearly with fusion coeffi-
cient α. The upsampled input image is obtained by using
bicubic interpolation.

4 Experiments
In this section, we present our experiments. First we describe
the dataset used in training and testing. Then we demonstrate
our implementation details. Finally we provide the results
compared with other methods.

Dataset

Our system is trained from a large collection of photos
crawled from the web. As any HR image can be used for
our training, the scale of the dataset can be easily made
large, which particularly favors the training of neural net-
work. Our dataset contains more than 100,000 faces. The
data are divided into three parts. The 60% of faces are used
as training set, 20% of faces are used as validation set and
the remains are left out for testing. All images are scaled into
100×100-pixel. Both training and validation set are applied
Gaussian blur or motion blur randomly, downsampled by a
factor from 2 to 5 (i.e., the resolution of LR image lies in the
range 20× 20 to 50× 50 pixels). The variance of Gaussian
blur σx, σy lie in the range 0 to 7. The moving distance of
motion blur l lies in the range 0 to 11, and the blur direction
θ is uniform selected from −π to π. We train our model on
training and validation sets and compare with other methods
on test set.
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Table 2: This table contains the quantitative comparison of our method Bi-channel CNN with super resolution methods
SC1 (Yang et al. 2008; 2010), SC2 (Kim and Kwon 2010), recent face hallucination method SFH (Yang, Liu, and Yang 2013),
and Basic CNN on images from the test set. We report the average result of PSNR and structural similarity (SSIM) (Wang et al.
2004). The results show our method outperforms others in LR images with blurs.

(a) Quantitative comparison under Gaussian blur

PSNR Bicubic SC1 SC2 SFH Basic
CNN

Bi-channel
CNN

σ = 1 32.15 32.89 32.98 32.56 29.78 33.11
σ = 3 30.33 30.30 30.31 30.06 29.78 30.35
σ = 5 29.52 29.48 29.49 29.29 29.61 29.71

SSIM Bicubic SC1 SC2 SFH Basic
CNN

Bi-channel
CNN

σ = 1 0.84 0.87 0.87 0.88 0.70 0.89
σ = 3 0.68 0.68 0.68 0.67 0.68 0.71
σ = 5 0.58 0.58 0.58 0.58 0.65 0.65

(b) Quantitative comparison under motion blur

PSNR Bicubic SC1 SC2 SFH Basic
CNN

Bi-channel
CNN

l = 2.0 32.39 34.05 34.23 33.59 29.75 34.63
l = 6.0 30.11 29.68 29.69 29.53 29.35 30.23
l = 9.0 28.89 28.76 28.76 28.67 29.07 29.33

SSIM Bicubic SC1 SC2 SFH Basic
CNN

Bi-channel
CNN

l = 2.0 0.85 0.91 0.91 0.91 0.69 0.92
l = 6.0 0.71 0.65 0.65 0.64 0.65 0.77
l = 9.0 0.52 0.48 0.48 0.48 0.61 0.68

Implementation Details
The size of network’s input Iin is 48×48 pixels with RGB 3-
channels. The network’s output is HR image with 100×100
pixels and RGB 3-channels. The details of layer structure
are summarized in Table 1.

Data Pre-processing We train our model to handle LR in-
put with different resolutions. The resolution of LR input
lies in the range 20× 20 to 50× 50. Since the resolution of
network input Iin is 48 × 48, we upsample or downsample
the LR image IL to 48× 48 by using bicubic interpolation

Iin =
{ ↑IL resolution of IL < 48× 48,

↓IL resolution of IL ≥ 48× 48.
(13)

All of entries of the input image Iin and the groundtruth
image IH are normalized to lie in the range -1 to 1. Specifi-
cally, we denote Iin and IH as

Iin = [IRin, I
G
in, I

B
in],

IH = [IRH , I
G
H , I

B
H ].

(14)

The input image’s mean and standard deviation are com-
puted as

Min =
[
MR

in,M
G
in,M

B
in

]
=
[
IRin, I

G
in, I

B
in

]
, (15)

Sin =

SR
in 0 0
0 SG

in 0
0 0 SB

in



=


√

Var(IRin) 0 0

0
√

Var(IGin) 0

0 0
√

Var(IBin)

 .

(16)
Iin and IH are normalized in Eq. 17.

Ĩin = tanh
(
(Iin −Min)S−1

in

)
,

ĨH = tanh
(
(IH −Min)S−1

in

)
.

(17)

We use normalized images Ĩin and ĨH as input signal and
groundtruth for training. Therefore, the network outputs a
normalized responding Ĩout. When we test an image, we re-
cover image from its normalized responding Ĩout in Eq. 18.

Iout = arctanh
(
Ĩout

)
Sin +Min. (18)

Details of Learning We initialize all of the filters and
fully-connected matrices from a zero-mean Gaussian distri-
bution with standard deviation 0.001 and set all biases to 0.
We train our model by stochastic gradient descent. All of
the parameters are optimized by back-propagation. The data
batch size is 200. The initial learning rate is 0.00001 for all
layers.

The update rule for parameter w ∈ Φ = {ΦF ,ΦG} in
k-th iteration is

vk = 0.9 ∗ vk−1 + ε ∗ ∂L
∂w

∣∣∣
wk−1

, (19)

wk = wk−1 − vk, (20)

where v is the momentum variable, ε is the learning rate,
and L is the objective function defined in Eq. 3. We adjust
learning rate manually during training by dividing it by 10
when the validation error stops decrease. We train our model
for about 5000 cycles.

Comparison with Other Methods
We compare our method with generic super resolution meth-
ods (Yang et al. 2008; 2010; Kim and Kwon 2010) and the
state-of-art face hallucination method (Yang, Liu, and Yang
2013). We generate the test images through Eq. 1 by using
Gaussian blur in Eq. 4 or motion blur in Eq. 5, then down-
sample them into 50 × 50 pixels to mimic the LR and poor
quality images captured in the wild.

Fig. 4 shows qualitative comparisons of our proposed
method and other approaches on images with different Gaus-
sian and motion blur. The conventional face hallucination
methods fail when LR images are blurred. The patch-based
methods (Yang et al. 2008; 2010; Kim and Kwon 2010)
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Figure 4: Qualitative comparison under different blurs. We compare the results from our system Bi-channel CNN with the results
from generic super resolution method SC1 (Yang et al. 2008; 2010), SC2 (Kim and Kwon 2010), recent face hallucination
method SFH (Yang, Liu, and Yang 2013), and Basic CNN. The results show our method outperforms the other methods in LR
images with blurs. Best viewed in color.

fail to reconstruct a clear image, because the patches in im-
age are polluted and these methods do not learn the high-
level representations from the input. Structured face hallu-
cination method (Yang, Liu, and Yang 2013) reconstructs
images based on the accurate facial landmarks. When im-
ages are blurred, the landmarks detected are not accurate.
On the other hand, both Basic CNN and Bi-channel CNN
outperform the previous approaches. Moreover, Bi-channel
CNN obtains extra information from raw input directly and
combines with reconstructed image adaptively. So compared
with Basic CNN, the artifacts in the results produced by Bi-
channel CNN are greatly reduced.

We analyze the quality of reconstructed images by com-
paring PSNR and structural similarity (SSIM) (Wang et
al. 2004). Table 2 presents the quantitative comparisons
on the test set. The results show our method Bi-channel
CNN outperforms other methods on LR images with dif-
ferent blurs. The performance of conventional approaches
decreases rapidly when LR images have large blurs. On the
other hand, the performance of Basic CNN is stable, which
indicates that our face representations extracted from con-

volutional layers are robust for blurs. Moreover, our method
Bi-channel CNN has a big advantage over Basic CNN when
LR images have small blurs. The linear combination process
improves the performance of system. We also note the per-
formance of Bi-channel CNN approaches Basic CNN when
LR images have large blurs. When the image has large blurs,
it cannot provide useful information directly, so Bi-channel
CNN degenerates to Basic CNN.

5 Conclusion
We propose a new approach for face hallucination using
deep neural network and design a new network architec-
ture Bi-channel CNN to integrate the raw input image and
the face representations extracted by deep convolutional net-
work. Using robust face representations, our system can han-
dle large variations, like poses, expression, illumination and
unknown blur effects, for images with different resolution.
The linear integrating process of two channels of informa-
tion makes our system adaptable for images with different
qualities. Experiments show our method produces state-of-
art result.
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